
Representations of Gaussian bridges

Tommi Sottinen, University of Helsinki

Joint work with

Dario Gasbarra, University of Helsinki

Esko Valkeila, Helsinki University of Technology

DYNSTOCH Workshop 2004, June 3 – 5, 2004 in Copenhagen,

Denmark



Contents

• Brownian bridge

• General anticipative representation

• Abstract non-anticipative representation

• Bridges of Gaussian martingales

• Bridges of Wiener predictable processes

• Bridges of Volterra processes

2



Brownian bridge

Let o = (0, ξ) → (T, θ)

dW o
t = dWt +

θ − W o
t

T − t
dt, W o

0 = ξ, (sde)

W o
t = ξ + (θ−ξ)

t

T
+ (T−t)

∫ t

0

dWs

T − s
,

W o
t = θ

t

T
+
(
Wt −

t

T
WT

)
.

Here

Law(W o;P) = Law(W ;Po),

Po = P(·|WT = θ).

Setting θ = W o
T we see that (sde) is the semimartingale de-

composition of W o in the the filtration FW o

t ∨ σ{W o
T} and

W is a Brownian motion in this filtration.
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General anticipative representation

Let X be Gaussian with mean µ and covariance R. Then

Xo = X|XT = θ is Gaussian with with

E(Xt|XT = θ) =

R(T, t)

R(T, t)
(θ−µ(T )) + µ(t),

Cov(Xt, Xs|XT = θ) =

R(t, s)−
R(T, t)R(T, s)

R(T, T )
.

From the orthogonal decomposition of X given XT we obtain

an anticipative representation for any Gaussian bridge:

Xo
t = θ

R(T, t)

R(T, T )
+

(
Xt −

R(T, t)

R(T, T )
XT

)
.
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Abstract non-anticipative representation

Idea is to use the prediction martingale m of X and the Gir-

sanov’s theorem.

Assumptions:

(A0) Filtration of X is continuous

(A1) Po
t ∼ Pt for all t < T.

(A2) The non-anticipative linear functional

FT : Xt 7→ mt = E(XT |FX
t )

is injective
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Abstract non-anticipative representation, cont.

Denote 〈m〉T,t := 〈m〉T − 〈m〉t.

By using the Bayes’ rule and Itô’s formula we see that

dPo
t = Lo

tdPt,

where

logLt =

∫ t

0

θ − ms

〈m〉T,s
dms −

1

2

∫ t

0

(
θ − ms

〈m〉T,s

)2

d〈m〉s.

Let So(m) be the solution of

dmo
t = dmt +

θ − mo
t

〈m〉T,t
d〈m〉t, mo

0 = ζ,

i.e.

mt = So(m)t =

ζ + (θ−ζ)
〈m〉t
〈m〉T

+ 〈m〉T,t

∫ t

0

dms

〈m〉T,s
.
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Abstract non-anticipative representation, cont.,

cont.

By using the Girsanov’s theorem we see that if X satisfies (A0),

(A1) and (A2) then

Xo = F−1
T ◦ So ◦ FT (X).

This representation is non-anticipative.
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Bridges of Gaussian martingales

Let M be a continuous Gaussian martingale with strictly in-

creasing bracket 〈M〉 and M0 = ξ.

dMo
t = dMt +

θ − Mo
t

〈M〉T,t
d〈M〉t, Mo

0 = ξ,

Mo
t = ξ + (θ−ξ)

〈M〉t
〈M〉T

+ 〈M〉T,t

∫ t

0

dMs

〈M〉T,s
,

Mo
t = θ

〈M〉t
〈M〉T

+

(
Mt −

〈M〉t
〈M〉T

MT

)
.

Moreover, we have

EMo
t = ξ + (θ − ξ)

〈M〉t
〈M〉T

,

Cov(Mo
t , Mo

s ) = 〈M〉t∧s −
〈M〉t〈M〉s
〈M〉T

.

To see this just note that R(t, s) = 〈M〉t∧s and FT is, of

course, the identity.
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Bridges of Wiener predictable processes

Assume:

(A3) mt =
∫ t

0
pT (t, s)dXs,

(A4) Xt =
∫ t

0
p∗T (t, s)dms.

Given (A0) [cts. filtration], (A1) [Po
t ∼ Pt], (A3) and (A4):

Xo
t = Xt +

∫ t

0

{
θ −

∫ s

0
pT (s, u)dXo

u

}
p∗T (t, s)

〈m〉T,s
d〈m〉s.

Xo
t = θ

R(T, t)

R(T, T )
+ Xt −

∫ t

0
φT (t, s)dXs,

φT (t, s) =

∫ t

s


∫ u

s

pT (v, s)

〈m〉2T,v

d〈m〉v −
pT (u, s)

〈m〉T,u

 p∗T (t, u)d〈m〉u.
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Bridges of Volterra processes

(A5) There exists a Volterra kernel k and a continuous Gaussian

martingale M with strictly increasing bracket 〈M〉 such that

Xt =
∫ t

0
k(t, s)dMs.

Let K extend 1[0,t) 7→ k(t, ·) linearly and assume:

(A6) The equation Kf = 1[0,t) has a solution.

(A7) The equation Kg = 1[0,t)k(T, ·) has a solution.

By (A6) we may set k∗(t, s) = K−11[0,t)(s) we have

Mt =
∫ t

0
k∗(t, s)dXs.

Since

dmt = k(T, t)dMt,

we have

Xt =
∫ t

0

k(t, s)

k(T, s)
dms
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Bridges of Volterra processes, cont.

By (A7) we have

mt = Xt +
∫ t

0
ΨT (t, s)dXs,

ΨT (t, s) = K−1
[
1[0,t)k(T, ·)

]
(s).

So, we have found that

d〈m〉t = k(T, t)2d〈M〉t,

pT (t, s) = 1[0,t)(s) + ΨT (t, s),

p∗T (t, s) =
k(t, s)

k(T, s)
.

These functions are known explicitly if X is, for example, the

fractional Brownian motion or the Riemann–Liouville process
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