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10. TESTS OF MEANS AND SOME NONPARAMETRIC TESTS   
 

 

10.1. Some Tests for One Sample 

Let’s study a quantitative variable whose distribution is normal distribution (or the distribution is a 

symmetric one and the number of cases in the sample is at least 40). Now, we are interested in 

making some conclusions of the population mean that are based on the sample mean. We are going 

to perform a test called one sample t test (of mean). 

Let’s imagine that you assume that the population mean of attend2 is 16 hours for male students. 

So, you have a sample of male students and the attend2-variable is a quantitative one, and you have 

checked the normality. You can obtain the one sample t test by selecting Tasks > ANOVA > t 

Test. In the t Test type tab you can select the test you want to perform (e.g. One Sample). 

 

In the Data tab you must assign the quantitative variable to the role Analysis variables (e.g. 

attend2). In the Analysis  tab you can specify the alleged value of the population mean (e.g. 16) in 

the H0 box. The test hypotheses are now in general form 

 

H0: The population mean  =  . 

H1: The population mean  ≠  . 

In this case you then replace with 16. 
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With the Plots tab you can select the different plots for instance to check the normality of the data if 

you have not done it yet. 

The results in the first table are just basic statistics of attend2, for instance the sample mean is 15.2 

hours.  From the second result table you can see that the 95% confidence interval for population 

mean is (13.78, 16.62).  The third table then shows the test’s results. The p-value of the test is 

0.2628, and because it is greater than 0.05, we can now accept the null hypothesis.  

 

Let’s now study a quantitative variable whose distribution is non-normal. Now, we are interested in 

making some inferences about the population location, but instead of the mean we now study the 

sample median with the Wilcoxon signed rank test. 

Let’s imagine that you assume that the population median of attend2 is 16 hours for all students. 

The variable is a quantitative one, but the distribution is non-normal. Instead of the parametrical t 

test you must use a nonparametric test. You can perform a suitable test by selecting Tasks > 

Describe > Distribution analysis. In the Data tab must assign the quantitative variable to the role 

Analysis variables (e.g. attend2). In the Tables tab click the Tests of location option and specify 

the alleged value of population median (e.g. 16) in the H0 box. The test hypotheses are in general 

form 

 

H0: The population median = Md0 

H1: The population median ≠ Md0. 

In this case you then replace Mdwith 16. 

Now, we look through the test results of the (Wilcoxon) Signed Rank test in the Test for Location 

table. The p-value of that test is 0.0055. Because the p-value is lower than 0.01, we can now reject 

H0 at 1% significance level.  
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10.2. Some Tests for Two Independent Samples 

Let’s study a quantitative variable whose distribution is normal distribution (or the distribution a 

symmetric one and the number of cases in both samples is at least 40) for two different populations. 

Now, we are interested in making some inferences whether or not the mean of the quantitative 

variable is the same in the two populations. The test we are going to perform is called two 

(independent) samples t test (of mean). 

Let’s imagine that you assume that the population mean of attend2 is the same for students who 

work during the semester (= population 1) and for students who don’t work during the semester (= 

population 2). Now, you have two independent samples of students. And let’s assume that you have 

checked the normality of attend2 in both samples. You can obtain the suitable t test by selecting 

Tasks > ANOVA > t Test. In the t Test type tab you select then the Two Sample option.  

 

 

In the Data tab you must assign the variable that classifies your sample into two groups to the role 

Classification variable (e.g. work) and the quantitative variable to the role Analysis variables (e.g. 

attend2). 
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In the Analysis tab you can specify for the test of means the alleged difference between the 

population means (e.g. 0) in the H0 box. The test hypotheses are now  

 

H0:  =   (the means of the two populations are equal) 

H1:  ≠ . 

With the Plots tab you can select the different plots to for instance check the normality if you 

haven’t done it yet. 

The results in the first table are just basic statistics of attend2 for the two groups of work, for 

instance the sample means are 16.2 and 17.1 hours, so it seems that those students who work during 

semester tend to attend less to lectures  than those who do not work.  From the second result table 

you can see that the 95% confidence intervals for the means of different populations.  

 
 

The third and fourth tables then include the results of some tests. The fourth table presents results 

for the test of Equality of Variances. The hypotheses for this test are 

 

H0: 

 =  


  (the variances of the two populations are equal) 

H1: 

 ≠  


. 

 

Because the p-value of the variance test is 0.6876, and it’s greater than 0.05, we can now accept the 

H0. And now, because the variances of the two populations are equal, you can look through the third 

table and read the results of the Pooled test of means (where the variances are assumed equal). The 

p-value of the test is 0.2006, and because it is greater than 0.05, we can now accept the null 

hypothesis of the t test. If the variances would have been equal then you should look through the 

result of the Satterthwaite test. 

 

 
 

Now, let’s study a quantitative variable whose distribution is non-normal for two different 

populations. Again, we are interested in making some inferences about the locations of the 

populations. Now, we are going to perform the Wilcoxon two-sample test. 

 



 5 

Let’s imagine that you assume that the population location of attend2 is the same for both male and 

female students. You have now two independent samples of students. The attend2 is a quantitative 

variable, but the distribution of it isn’t normal for female students.  Instead of the parametrical t test 

you must choose a nonparametric test. You can perform a suitable test by selecting Tasks > 

ANOVA > Nonparametric One-Way ANOVA. In the Data tab you then assign the quantitative 

variable to the role Dependent variables (e.g. attend2) and the grouping variable to the role 

Independent variable (e.g. gender). In the Analysis tab check the Wilcoxon option.  The 

Wilcoxon two-sample test is quite the same as a test called Mann-Whitney U -test. You can 

calculate the exact p-value of your test, if you check the Wilcoxon option in the Exact p-values 

tab, too. That latter option is useful only for small datasets. The test hypotheses are  

 

H0: The distributions of the two populations are the same.  

H1: The distributions of the two populations are not the same. 

 

 
 

 
 

In the first results table you can see that the mean scores for attend2 is almost 163 for female 

students and 127 for male students, so it seems that female students tend to attend more to lectures 

than male students.  
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In the second results table you can see different approximation of the p-value. These results tend to 

be the same: now the p-value for two-sided test is approximately 0.0099 and because it is less than 

0.01, we can now reject the null hypothesis at 1% significance level. 

 

 
 

 

10.3. Some Tests for Paired Samples 

 

Let’s now study two quantitative normally distributed variables of the same measurement that are 

made under two different conditions. Now, we are interested in making some inferences whether or 

not the means of the quantitative variables are the same. The test that we are going to perform is 

based on the paired differences between the two variables. The paired samples t test is in fact an 

application of the one sample t test.  

You can obtain the suitable t test by selecting Tasks > ANOVA > t Test. In the t Test type tab you 

select the Paired option.  
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In the Data tab you must assign both of the variables to the role Paired. 

 
 

In the Analysis tab you can specify the alleged difference of the population mean (e.g. 0) in the H0 

box. The test hypotheses are now in general form 

 

H0: d = = 0. (The mean value of difference is 0; the means of the two populations are equal.) 

H1: d ≠ . 

 

 
 

The results tables of the paired samples t test look quite the same as the results of one sample t test 

and they can be interpreted in the same way. 

 

Let’s now study two quantitative variables whose distributions are non-normal. Now, we are 

interested in making some inferences whether or not the locations of the populations are the same. 

You can apply the Wilcoxon Signed Rank test for one sample to this case too, but first you have to 

just calculate the difference between the variable values for each case (by using Query Builder). 
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And then you perform the test for the difference the same way you would act with the case of one 

sample by selecting Tasks > Describe > Distribution analysis. In the Data tab you must assign the 

difference to the role Analysis variables. In the Tables tab click the Tests of location option and 

specify the alleged value of the median of the difference in the H0 box. The general form of 

hypotheses are  

 

H0: The median value of difference is 0. 

H1: The median value of difference is not 0. 

 

Again, the results can be interpreted the same way than in the case of one sample signed rank test. 

 

 

10.4. One-way Analysis of Variance (ANOVA) and Kruskal-Wallis -test 

 

The one-way analysis of variance allows you to compare whether or not all the means of the same 

quantitative variable are equal in three or more different populations. So, in a way, it generalizes 

two-sample t test to more than two groups. Again, the distribution of the quantitative variable 

should be normal distribution in every population and even the variances of the quantitative variable 

should be equal in all the populations. In the case of one-way ANOVA you have one independent 

variable that classifies you data into three or more groups. 

 

Let’s imagine that you assume that the population mean of attend2 is the same for every group of 

prog. Now, you have five independent samples of students. And let’s assume that you have checked 

the normality of attend2 in every sample. You can obtain the one-way ANOVA by selecting Tasks 

> ANOVA > One-way ANOVA. In the Data tab you must assign the variable that classifies your 

sample into three or more groups to the role Independent (e.g. prog) and the quantitative variable 

to the role Dependent variables (e.g. attend2). 

 

 
 

In the Tests tab you can check the Levene’s test option if you want to perform an analysis to figure 

out whether or not the variances are equal in each group (population). If the results of this test show 

that the variances are equal, then you do not have to use any other option in this tab. If the results 

show that the variances are not equal, then you should select also the Welch’s variance-weighted 

ANOVA option in order to perform that analysis instead the ordinary ANOVA analysis. 
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In the Comparison tab the options enable you to obtain results of pair wise comparisons of the 

means. These tests are called Post Hoc –tests (I quite often prefer the Tukey’s Studentized range 

test (HSD)). And you perform these tests only if you have already obtained such results that the 

population means are not equal.  

 
 

With the Breakdown tab you can select which statistics you want to be shown in the results tables.  

In the Plots tab you can then select which plot to include in the results. 

 

                
 

When you look through the results, it’s a good idea to start the interpreting with the descriptive 

statistics results table or the Means plot. The table (or the graph, too) shows that prog group 
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“extremely well” has the highest mean of attend2 and the group “below average” the lowest mean, 

so the sample means seem to be different. 

 

 
 

 
 

In the next stage, you should interpret the results of the Levene’s test for Homogeneity of Variance. 

The hypotheses for this test are 

 

H0: The variances for all the populations are equal. 

H1: The variances for  all the populations are not equal. 

 

The p-value of the Levene’s test is now 0.1087, and because it’s greater than 0.05, we can now 

accept the H0. 
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Because the variances are equal, you can now interpret the results in the ordinary ANOVA table. 

The hypotheses for the ordinary ANOVA F test in the next table are 

 

H0: The means for all the populations are equal. 

H1: The means for all the populations are not equal. 

The p-value of the F test is now 0.3249, and because it is greater than 0.05, we can now accept the 

H0. 

 

If you have to reject the H0 of the Levene’s test for variances, then instead of interpreting the basic 

ANOVA F test you should interpret the Welch’s test.  The hypotheses for this test are the same as 

for the ordinary ANOVA F test. 

 

 

If you have to reject the H0 of the ordinary ANOVA F test, then you could do the pair wise 

comparisons of the group means by looking through the results of the Tukey’s test (in the next table 

just few of the pair wise comparisons are shown). If there is significant difference at the 0.05 

significance level between two group means, it will be indicated by ***. 
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Now, let’s study a quantitative variable whose distribution is non-normal for three or more different 

populations. Again, we are interested in making some inferences about the locations of the 

populations. The test we are going to perform is called Kruskal-Wallis test. 

Let’s imagine that you assume that the population location of exam the same for every group of 

prog. Now, you have five independent samples of students. The exam is a quantitative variable, but 

the distribution of it is not normal in the samples. Instead of the parametrical ANOVA you must use 

a nonparametric test. You can perform a suitable test by selecting Tasks > ANOVA > 

Nonparametric One-Way ANOVA. In the Data tab you then assign the quantitative variable to 

the role Dependent variables (e.g. exam) and the grouping variable to the role Independent 

variable (e.g. prog). In the Analysis tab check the Wilcoxon option. This option enables you to 

obtain the results of the  Kruskal-Wallis test. You can calculate the exact p-value of your test, if you 

check the Wilcoxon option in the Exact p-values tab, too. That latter option is again useful only for 

small datasets. The test hypotheses are  

 

H0: The distributions (especially the locations) of the populations are the same.  

H1: The distributions of the populations are not the same. 
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In the first results table you can see that the mean scores of exam is just 92 in prog group “poorly” 

and 219 in prog group “extremely well”, so the distributions seem to be quite different for these 

extreme groups. 

 

 
 

In the next table you can see the results of the Kruskal-Wallis test. The p-value of that test is 

0.0673, and because it is greater than 0.05, we can no accept the H0.  

 

 

 

You could illustrate the possible difference in locations by using a Box plot chart. With that chart 

you can see for instance medians, lower quartiles and upper quartiles of the groups.  
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11. LINEAR REGRESSION 
 

 

Regression analysis includes techniques for modeling and analyzing several variables, when the 

focus is on the relationship between a dependent variable (denoted usually y) and one or more 

independent variables (also called explanatory variables, usually denoted by xi). The idea of linear 

regression analysis is to illustrate the linear relationship between one (or more) usually quantitative 

explanatory variable and a quantitative dependent (response) variable.  

 

You obtain linear regression analysis by selecting Tasks > Regression > Linear Regression (or 

HP Linear Regression). In the Data tab you assign just one Dependent variable (e.g. work2) and  

at least one Explanatory variable(s) (e.g. age and attend2). 

 

 
 

 In the Model tab you can select the method of modeling. The Full model fitted option creates a 

model with all the variables you have assigned in the Data tab. Other quite commonly used options 

are the three next methods. The Forward selection option starts with no variables in the model and 

adds variables one by one to the model by comparing the p-values. The Backward selection option 

starts with all variables in the model and deletes variables by comparing the p-values. The Stepwise 

selection method is similar to the forward selection method except that variables already in the 

model do not necessarily stay there. Variables are added or deleted by comparing the p-values. 
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In the Statistics tab you can select some statistics for example to detect  whether or not the 

explanatory variables are highly correlated (options Collinearity analysis, Tolerance values for 

estimates and Variance inflation values).  

 

 
 

In the Plots tab the default option All appropriate plots for the current data selection  creates a 

vast amount of different plots to examine the properties of the model.  With the Custom list of 

plots option you can select those plots you want to include in the results. 
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With the Predictions tab you can save the predicted values and residuals in a new result data set. 

 

 
 

 

In the first results table the F test measures whether or not there is some sense in the regression 

model. The hypotheses for this test are 

 

H0: The regression coefficients i are all 0. 

H1: At least one of the regression coefficients is not 0.  

 

The p-value of the F test is now less than 0.0001, so we can now reject the H0 at 0.1% significance 

level. 

 

 
 

The next table then shows that the coefficient of determination (often denoted R
2
) is 0.2878, so 

almost 29% of the total variation in work2 can be explained by this regression model. 

 

 
 

The Parameter Estimates table shows the estimated regression coefficients, and thus the estimated 

regression model is now 

 

2attend46827.0age95302.010192.0ŷ  . 

 

So, as every one year increase in age, increases the value of work2 on average by 0.95 hours and 

every on hour increase in attend2, decreases the value of work2 on average by 0.47 hours. 
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The t tests test whether or not we can assume a single regression coefficient to be zero. So, the 

hypotheses for those tests are 

 

H0: i = 0. 

H1: i ≠  0.  

 

Because the p-values for the explanatory variables are <0.0001 and 0.0294, and they both are less 

than 0.05, we can now reject the H0 for both of the explanatory variables. 

 

 
 

In the plot Distribution of Residuals, the residuals are the differences between the observed values 

of the dependent variable (y) and the predicted values ( ŷ ). If the model behaves well, the residuals 

should be (roughly) normally distributed with a mean of 0 and some constant variance. Now, the 

distribution of residuals seems to be a bit skewed. 
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In the scatter plot Residual by Predicted the data points are scattered randomly about 0, regardless 

of the size of the predicted value. This means that the residuals have a constant variance and now 

the residuals can be called homoscedastic . 

 

 
 

In ordinary linear regression the explanatory variables should be quantitative ones, but you can run 

a linear regression with so called dummy variables which represent the classes of a qualitative 

variable. Dummy variables have always just two levels: 0 and 1. The number of dummy variables 

should be one less than the number of the classes of the qualitative variable. So let’s assume that in 

our dataset we have a variable “relationship status” where the classes are: 1 = totally single, 2 = 

dating, 3 = firm relationship and we want to add such a variable as an explanatory variable in a 

regression model. First we need to create (with Query Builder) two dummy variables: dummysingle 

and dummydating and the levels for these new dummies are 

 

Dummysingle =  1, if relationship status is 1 

                       0, if relationship status is 2 or 3 

Dummydating =  1, if relationship status is 2 

  0, if relationship status is 1 or 3 

 

And then instead of the original “ relationship status” the explanatory variables are these two new 

dummies. 


