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Abstract

The dissertation consists of three articles in which the evaluation of certain exponential sums and Gauss sums and bounds for the absolute values of exponential sums are considered. The summary part of the thesis provides interpretations in terms of coding theory for the results obtained in the articles.
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Original articles
1. Introduction

Let $\mathbb{F}$ be a finite field with $r$ elements and let $e$ be the canonical additive character of $\mathbb{F}$. An exponential sum over $\mathbb{F}$ is of the form $S(f) := \sum_{x \in \mathbb{F}} e(f(x))$ with $f \in \mathbb{F}[X]$. Exponential sums are important tools for studying the number of solutions to equations over finite fields and also for some coding theoretical applications. Bounds for the absolute value of $S(f)$, for example, can be used to estimate the number of solutions to equations of the form $\sum f_i(x_i) = \alpha$, with $\alpha \in \mathbb{F}$, $f_i \in \mathbb{F}[X_i]$, and the weights of the codewords of binary cyclic codes. Furthermore, the determination of the weight distribution of a binary cyclic code is a task equivalent to the determination of the distribution of the values of $S(f)$ when $S(f)$ is interpreted as a function from an additive subgroup of $\mathbb{F}[X]$ into $\mathbb{Z}$.

In general terms, the distribution of the values of $S$ is very difficult to determine, and we have to be satisfied with considering the bounds for the absolute values of exponential sums, which is also difficult to do. Let $f \in \mathbb{F}[X]$. The classical bound for $|S(f)|$ is that proved by A. Weil [26] by deep methods taken from algebraic geometry:

$$|S(f)| \leq (\deg f - 1)\sqrt{r},$$

provided that $r$ and the degree of $f$ are relatively prime. Although the original proof of Weil has been simplified, the known proofs of the Weil bound are still difficult for arbitrary $f \in \mathbb{F}[X]$ (see [15], [24]). On the other hand, we can give an easy proof for monomial $S(\alpha X^N)$ by means of Gauss sums of the form $\sum_{x \in \mathbb{F}^*} e(x)\chi(x)$, where $\chi$ is a multiplicative character of $\mathbb{F}$. Gauss sums have been studied extensively from the 19th century up to present days at least in [7], [1], [2], [3], [6], [8], [19], [25] and [14] and it is known that their explicit evaluation is in general difficult. On the other hand, $G(e, \chi)$ can be evaluated more or less explicitly by suitably restricting the order of $\chi$.

The aim of the dissertation is to study the interplay between Gauss sums and monomial sums in certain special cases, i.e. when $N$ has certain special properties. Assume, for example, that the multiplicative order of the characteristic of $\mathbb{F}$ is $\phi(N)/2$, where $\phi$ is the Euler function, and that $-1$ is not a power of the characteristic of $\mathbb{F}$ modulo $N$. We shall develop a recursive method with respect to the divisors of $N$ for computing the distribution of the values of $s(\alpha X^N)$. In terms of coding theory this means that we can recursively compute the weight distribution of irreducible cyclic codes of length $(r-1)/N$ from those of irreducible cyclic codes of length $(r-1)/D$ with $D | N$. The method allows us to generalize previous results obtained by Baumert and Mykkeltveit [2] and van der Vlught [25].

From the computational point of view, the recursion formulae together with a superb algorithm developed in [9] for solving certain Diophantine equations open up a possibility for determining the weight distributions of the codes involved in less than $O(\log^2 r)$ elementary arithmetical operations.
The investigation also leads us to a relation between certain monomial sums and multiple Kloosterman sums of the form
\[ \sum_{x_1,\ldots,x_n \in \mathbb{F}^*} e(x_1 + \cdots + x_n + \alpha x_1^{-1} \cdots x_n^{-1}) \]
with \( \alpha \neq 0 \).

The Weil bound is often too weak for the absolute values of monomial sums with large exponents (with respect to \( \sqrt{r} \)), and we get better estimates by the bounds for multiple Kloosterman sums proved by Deligne in [5]. In particular, if the degree of extension of \( \mathbb{F} \) over the prime field of \( \mathbb{F} \) is even, we obtain for all divisors \( N \) of \( r - 1 \) estimates for \( |S(\alpha X^N)| \) which are in many cases better than the Weil bound.

As Gauss sums have shown their usefulness in the study of monomial sums, it is natural to try to use their properties with binomial sums \( S(\alpha X^N + \beta X^T) \), \( T > 0 \). It will turn out that Gauss sums can enable some binomial sums, for which the Weil bound is too weak, to be converted to multiple Kloosterman sums and again we obtain sharp upper bounds by using the deep results of Deligne.

Results obtained in the manner described above are used to construct some coding theoretical examples. More precisely, we study the dimensions, weight distributions and minimum distances of some binary cyclic codes. We construct a binary \([2^{3t} - 1, 4t] \)-subcode of the 3rd order punctured Reed-Muller code, for example, and using a deep result concerning the distribution of the values of Kloosterman sums proved by Lachaud and Wolfman in [13], we are able to determine the set of weights of the code.
2. Summary of the original articles

2.1. Preliminaries

In this subsection we shall fix some notations and list the most important properties of characters of finite fields and Gauss sums needed later. For proofs, we refer to [15], [22] and [11].

A character of a finite group \((G, \ast)\) is a homomorphism \(\Phi\) from \(G\) to the group of the non-zero complex numbers \(\mathbb{C}^\ast\). The set \(\hat{G}\) of all characters on \(G\) takes on a group structure with respect to the operation \(\cdot : \hat{G} \times \hat{G} \rightarrow \hat{G}\) defined by

\[
\Phi_1, \Phi_2 \in \hat{G} \implies (\Phi_1 \cdot \Phi_2)(a) = \Phi_1(a)\Phi_2(a) \quad \forall \ a \in G,
\]

when we define the inverse \(\Phi^{-1}\) of \(\Phi \in \hat{G}\) and the identity element \(\Phi_0\) by setting

\[
\Phi^{-1}(a) = \overline{\Phi(a)} \quad \forall \ a \in G,
\]

\[
\Phi_0(a) = 1 \quad \forall \ a \in G,
\]

where the bar denotes the complex conjugation. It is proved in [22], for example, that \(\hat{G}\) is isomorphic to \(G\) and that the following character relations are valid

\[
\sum_{a \in G} \Phi(a) = \begin{cases} |G| & \text{if } \Phi = \Phi_0, \\ 0 & \text{otherwise}, \end{cases}
\]

\[
\sum_{\Phi \in \hat{G}} \Phi(a) = \begin{cases} |G| & \text{if } a = 1_G, \\ 0 & \text{otherwise}, \end{cases} \tag{1}
\]

where \(1_G\) is the identity element of \(G\).

Let \(F\) be the finite field with \(r = p^m\) elements, and let \(F^\ast\) denote the multiplicative group of \(F\). The character group of the multiplicative (resp. additive) group of \(F\) is called the multiplicative (resp. additive) character group of \(F\). Let \(\gamma\) be a primitive
element of $\mathbb{F}$. The multiplicative character group $\hat{\mathbb{F}}$ of $\mathbb{F}$ consists of the mappings $\chi_j$, $j = 0, 1, \ldots, r - 2$, defined by

$$\chi_j(\gamma^k) = \exp(2\pi i j k / (r - 1)), \quad k = 0, \ldots, r - 2,$$

where $i = \sqrt{-1}$.

Let $Tr$ denote the trace mapping from $\mathbb{F}$ to its prime field $\mathbb{F}_p$, i.e.

$$Tr(x) = x + x^p + \cdots + x^{p^{m-1}} \quad \forall \ x \in \mathbb{F}.$$

The additive character group of $\mathbb{F}$ consists of the mappings $e_a$, $a \in \mathbb{F}$, defined by

$$e_a(x) = \exp(2\pi i Tr(ax)/p) \quad \forall \ a \in \mathbb{F}.$$

We denote the character $e_1$ by $e$ and call it the canonical additive character of $\mathbb{F}$.

Exponential sums or additive character sums (over $\mathbb{F}$) are of the form

$$S(f) := \sum_{x \in \mathbb{F}} e(f(x)),$$

where $f \in \mathbb{F}[X]$. If $f$ is a monomial, i.e. of the form $\alpha X^n$, or a binomial, i.e. of the form $\alpha X^n + \beta X^t$ with $n, t \in \mathbb{Z}_+$, $\alpha, \beta \in \mathbb{F}^*$, we refer to these sums as monomial and binomial sums, respectively.

Let $\psi$ and $\chi$ be an additive character and a multiplicative character of $\mathbb{F}$, respectively. The Gauss sum $G(\chi, \psi)$ over $\mathbb{F}$ is defined by

$$G(\psi, \chi) = \sum_{x \in \mathbb{F}^*} \psi(x)\chi(x).$$

If $\psi = e$ we also write $G(\chi) = G(e, \chi)$. Let $\alpha$ be a fixed element of $\mathbb{F}$ and let $\psi_\alpha$ denote the additive character defined by $\psi_\alpha(x) = \psi(\alpha x)$ for $x \in \mathbb{F}$.

The Gauss sum $G(\psi, \chi)$ satisfies

$$G(\psi, \chi) = \begin{cases} r - 1 & \text{if } \psi = e_0, \ \chi = \chi_0, \\ -1 & \text{if } \psi \neq e_0, \ \chi = \chi_0, \\ 0 & \text{if } \psi = e_0, \ \chi \neq \chi_0. \end{cases}$$

(2)
If \( \psi \neq e_0 \) and \( \chi \neq \chi_0 \) then
\[
|G(\psi, \chi)| = \sqrt{r}.
\] (3)

In addition, Gauss sums have the following properties

(a) \( G(\psi_{ab}, \chi) = \overline{\chi(a)}G(\psi_b, \chi) \) for \( a \in \mathbb{F}^*, b \in \mathbb{F}; \)

(b) \( G(\psi, \chi) = \chi(-1)G(\psi, \chi); \)

(c) \( G(\psi, \overline{\chi}) = \chi(-1)\overline{G(\psi, \chi)}; \)

(d) \( G(\psi, \chi)G(\psi, \overline{\chi}) = \chi(-1)r \) for \( \chi \neq \chi_0, \psi \neq e_0; \)

(e) \( G(\psi_b, \chi^p) = G(\psi_{bp}, \chi) \) for \( b \in \mathbb{F}. \) (4)

It follows easily from the character relations that we have a Fourier expansion of the restriction of \( \psi \) to \( \mathbb{F}^* \) in terms of the multiplicative characters of \( \mathbb{F} \) with Gauss sums as coefficients:
\[
\psi(x) = \frac{1}{r-1} \sum_{\chi \in \mathbb{F}} G(\psi, \overline{\chi}) \chi(x) \quad \forall \ x \in \mathbb{F}^*.
\] (5)

Let \( E \) be the extension field of \( \mathbb{F} \) of degree \( n \). A deep theorem of Davenport and Hasse [4] (see also [15] for an elementary proof) relates certain Gauss sums over \( E \) to the Gauss sums over \( \mathbb{F} \):

**The Davenport-Hasse theorem.** Let \( Tr_{\mathbb{E}/\mathbb{F}} \) and \( N_{\mathbb{E}/\mathbb{F}} \) be the trace and norm mappings from \( E \) into \( \mathbb{F} \), respectively. Then
\[
G(\psi \circ Tr_{\mathbb{E}/\mathbb{F}}, \chi \circ N_{\mathbb{E}/\mathbb{F}}) = (-1)^{n-1}G(\psi, \chi)^n,
\]
provided that not both of \( \psi \) and \( \chi \) are trivial.

We shall also need the prime ideal decomposition of some Gauss sums in the ring of integers of certain cyclotomic fields. Let \( n \in \mathbb{Z}_+ \) and denote \( \zeta_n = \exp(2\pi i/n) \). Let \( \mathcal{P} \) be a fixed prime divisor of the ideal \( (p) \) in the ring of integers \( \mathbb{Z}[\zeta_{p(r-1)}] \) of \( E := \mathbb{Q}(\zeta_{p(r-1)}) \), and consider the residue class field \( \mathbb{K} := \{0, 1, g, \ldots, g^{r-2}\} \), where \( g = \zeta_{r-1} + \mathcal{P} \). Let \( a \in \{1, \ldots, r-2\} \). A theorem of Stickelberger [23] (see also [11, Ch. 14]) states that the highest power of \( \mathcal{P} \) dividing the ideal generated by the Gauss sum
\[
\sum_{i=0}^{r-2} Tr(g^i) \zeta_{r-1}^{ai}
\]
is equal to the digit sum $S_p(a)$ in the $p$-base expansion of $a$. Since $\mathbb{F}$ and $\mathbb{K}$ are isomorphic fields, there exists a primitive element $\gamma$ in $\mathbb{F}$ which maps onto $g$ under the isomorphism. Now the character $\chi$ defined by $\chi(\gamma) = \zeta_{r-1}$ is a multiplicative character of order $r - 1$ of $\mathbb{F}$. Thus, the highest power of $P$ dividing $(G(\chi^a))$ is equal to $S_p(a)$.

Assume now that $a = (r-1)/N$ for some divisor $N$ of $r-1$, and that $G(\chi^a) \in F := \mathbb{Q}(\zeta_N)$. Since $G(\chi^a)G(\chi^a) = p^m$ the only possible prime divisors of $(G(\chi^a))$ in $\mathbb{Z}[\zeta_N]$ are prime divisors of $(p)$. Let $\prod_{i=1}^t P_i$ and $\prod_{i=1}^{t'} P_i^{p-1}$, with $t = \phi(N)/\text{ord}_N(p)$ and $t' = \phi(r-1)/m$, be the prime ideal decompositions of $(p)$ in $\mathcal{O}_F := \mathbb{Z}[\zeta_N]$ and in $\mathcal{O}_E := \mathbb{Z}[\zeta_{p(r-1)}]$, respectively (see [11]). It then follows that $\text{ord}_{P_i}(P_i\mathcal{O}_E) = p - 1$ for $i = 1, \ldots, t$. Now, by lifting the prime ideal decomposition of the ideal $G(\chi^a)\mathcal{O}_F$ into $\mathcal{O}_E$, we obtain $(p - 1)\text{ord}_P(G(\chi^a)) = \text{ord}_P(G(\chi^a))$ for some $P \in \{P_1, \ldots, P_g\}$, since $P_i\mathcal{O}_E$ and $P_j\mathcal{O}_E$ are relatively prime if $i \neq j$. Consequently, $\text{ord}_P(G(\chi^a)) = S_p(a)/(p - 1)$. Let $P'$ be another prime divisor of $(G(\chi^a))$ in $\mathcal{O}_F$. We know that $P' = \sigma_i^{-1}(P)$ for some $\sigma_i \in Gal(F/\mathbb{Q})$ (see [11, Ch. 12]). Further, $\sigma_1(P) = \sigma_2(P)$ if and only if $\sigma_2^{-1}\sigma_1 \in G_p := \{\sigma \in Gal(F/\mathbb{Q}) \mid \sigma(P) = P\} < Gal(F/\mathbb{Q})$. Thus $P' = \sigma(P)$ if and only if $\sigma \in \sigma_i^{-1}G_p$.

Let $S \subset \mathbb{Z}_N^*$ be a complete set of representatives of cosets of $<p>$ in $\mathbb{Z}_N^*$. Since the mapping $[\mathbb{Z}_N^* \rightarrow Gal(F/\mathbb{Q}), i \mapsto \sigma_i]$ with $\sigma_i : \zeta_N \mapsto \zeta_N^i$ is an isomorphism and $G_p = <\sigma_p>$ (see [11, Ch. 13]) we have

$$(G(\chi^a)) = \prod_{i \in S} \sigma_i^{-1}(P)^{b_i},$$

where $b_i = \text{ord}_{\sigma_i^{-1}(P)}(G(\chi^a))$. Obviously $b_i = \text{ord}_P(\sigma_i(G(\chi^a)))$, and it is easy to see that $\text{ord}_P(\sigma_i(G(\chi^a))) = S_p(ai)$ (see [11, Ch. 14]). Now, by similar reasoning to the above, we get $b_i = S_p(ai)/(p - 1)$.

Thus the highest power of $p$ dividing $G(\chi^{x_i})$ is

$$h := \frac{1}{p - 1} \min\{S_p\left(\frac{r - 1}{N}i\right) \mid i \in S\}. \tag{7}$$

We may replace $S$ by $\mathbb{Z}_N^*$ since $S_p(j) = S_p(pj)$ for all $j \in \mathbb{Z}_+$. It also follows that the highest power of $p$ dividing $G(\chi^{x_i}) = G(\chi^{N-i})$ is equal to $h$, since $(N - i, N) = 1$ if and only if $(i, N) = 1$. 

2.2. Gauss sums and monomial sums

Let \( \mathbb{F} \) be the finite field with \( r \) elements and let \( \gamma \) be a fixed primitive element of \( \mathbb{F} \). In this subsection we consider a relation between Gauss sums and monomial sums \( s(\alpha, N, r) := \sum_{x \in \mathbb{F}} e(\alpha x^N) \). Since \( s(\alpha, N, r) = s(\alpha, d, r) \) with \( d = (N, r - 1) \), we may assume that \( N \) is a divisor of \( r - 1 \).

Summing both sides of (5) over \( \mathbb{F}_r^* \) we obtain

\[
s(\alpha, N, r) = \frac{1}{r - 1} \sum_{\chi \in \hat{\mathbb{F}}} G(\chi) \chi(\alpha) \sum_{x \in \mathbb{F}_r^*} \chi^N(x).
\]

By (1), the inner sum is equal to \( r - 1 \) or 0 depending, respectively, on whether or not \( \chi \) is \((r - 1)/N\):th power in \( \hat{\mathbb{F}} \). Thus

\[
s(\alpha, N, r) = \sum_{\chi \in H} G(\chi) \alpha(\chi) = \sum_{\chi \in H} G(\chi) \overline{\alpha}(\chi),
\]

where \( H \) is the subgroup of order \( N \) of \( \hat{\mathbb{F}} \).

The equations above are obtained at least in [15], and are the starting points for all the considerations concerning monomial sums in this dissertation.

Let us consider the determination of the distribution of the values of \( s(\alpha, N, r) \) with \( N \) a fixed divisor of \( r - 1 \). Let \( p \) denote the characteristic of \( \mathbb{F} \) and let \( k = \text{ord}_N(p), N > 2 \).

Assume that \(-1\) is a power of \( p \) modulo \( N \) and let \( \chi \in H \). Since \( \chi^i(\alpha) = \chi^j(\alpha) \) for all \( \alpha \in \mathbb{F}^* \) if \( i \equiv j \mod (N) \), it follows from (4c) and (4e) that \( G(\chi) = G(\chi^{-1}) = \chi(-1)G(\chi) \) for all \( \chi \in H \). If \( p = 2 \) then \( \chi(-1) = \chi(1) = 1 \), and therefore \( G(\chi) \in \mathbb{R} \) for all \( \chi \in H \). Assume that \( p > 2 \). Since \( p^t \equiv -1 \mod (N) \) for some \( t \in \mathbb{Z}_+ \), we have \( k | 2t \), and consequently \( 2 | k \). Now \( p^{k/2} \equiv -1 \mod (N) \), and therefore \( N \) is a divisor of \( \sqrt{r} - 1 \) or \( \sqrt{r} + 1 \). Thus \( N \) divides \((r - 1)/2\) which implies that \( \chi(-1) = 1 \) and \( G(\chi) \in \mathbb{R} \) for all \( \chi \in H \). It can also be proved that if \( G(\chi) \in \mathbb{R} \) for all \( \chi \in H \) then \(-1\) is a power of \( p \) modulo \( N \). A short version of this is given in [6].

Assume now that \( r = p^{2s} \) and \( d \mid p^s + 1 \). Let \( \chi \) be of order \( d > 1 \) in \( \hat{\mathbb{F}} \). Stickelberger proved in [23] (see also [15]) that

\[
G(\chi) = \begin{cases} 
p^s & \text{if } d \text{ odd or } \frac{p^s + 1}{d} \text{ even}, \\
-p^s & \text{if } d \text{ even and } \frac{p^s + 1}{d} \text{ odd}. \end{cases}
\]
By combining the result with the Davenport-Hasse theorem it is easy to evaluate \( G(\chi) \) when \( r = p^{2st} \), upon which we obtain

**Theorem 1** (Theorem 2.5 in I). Let \( \gamma \) be a primitive element of \( \mathbb{F} \) and assume that \( N \mid p^s + 1 \), \( N > 1 \). Then

\[
\sum_{x \in \mathbb{F}} e(\gamma^a x^N) = \begin{cases} 
(-1)^l \sqrt{r} & \text{if } a \not\equiv t \pmod{N}, \\
(-1)^{l-1}(N-1) \sqrt{r} & \text{if } a \equiv t \pmod{N},
\end{cases}
\]

where \( t = 0 \) if

(1) \( p = 2 \), or \( p > 2 \) and \( 2 \mid l \), or \( p > 2 \), \( 2 \nmid l \) and \( 2 \mid (p^s + 1)/N \);

and \( t = N/2 \) if

(2) \( p > 2 \), \( 2 \nmid l \) and \( 2 \nmid (p^s + 1)/N \).

For odd \( N \) there is no need to use the Davenport-Hasse theorem to evaluate \( G(\chi) \) and the related monomial sums (see Theorem 1 in II).

Assume now that \( N \) is odd and \(-1\) is not a power of \( p \) modulo \( N \). Write \( r = p^m \) with \( m \geq 1 \) and assume that the order of \( \chi \) is \( N \). If \( p = 2 \), it follows from (4e) that \( G(\chi) \) belongs to the fixed field of the subgroup of \( \text{Gal}(\mathbb{Q}(\zeta_N)/\mathbb{Q}) \) that is isomorphic to \( < 2 > \subseteq \mathbb{Z}_N^* \). This fixed field is a subfield of \( \mathbb{Q}(\zeta_N) \) whose degree of extension over \( \mathbb{Q} \) is \( \phi(N)/k \) where \( k = \text{ord}_N(2) \) i.e. the multiplicative order of \( 2 \) modulo \( N \). Suppose that \( k = \phi(N)/2 \). Now \( G(\chi) \) belongs to a quadratic subfield of \( \mathbb{Q}(\zeta_N) \), and we can write \( G(\chi) = (b + c\sqrt{-f})/2 \) with \( b \equiv c \pmod{2} \), \( f \in \mathbb{Z}_+ \). Thus \((b, c)\) is a solution of a relatively simple Diophantine equation

\[
x^2 + fy^2 = 4r. \tag{10}
\]

More precisely, it follows from (7) that we can convert the equation (10) into a form from which we are able to evaluate \( G(\chi) \) up to an ambiguity in the signs of \( b \) and \( c \). The sign of \( b \) can also be determined from a simple congruence (see II).

It is straightforward to verify that all that we said in the case \( p = 2 \) also holds if \( p > 2 \), \( k = \phi(N)/2 \): all we have to do is to show that \( G(\chi) \in \mathbb{Q}(\zeta_N) \). For this, let \( \sigma \) be any automorphism of \( \mathbb{Q}(\zeta_p) \). Since the Galois group of \( \mathbb{Q}(\zeta_{pN}) \) is isomorphic to the direct product of the Galois groups of \( \mathbb{Q}(\zeta_p) \) and \( \mathbb{Q}(\zeta_N) \), there exists an
automorphism of $\mathbb{Q}(\zeta_{pN})$, say $\psi$, whose restrictions to $\mathbb{Q}(\zeta_p)$ and $\mathbb{Q}(\zeta_N)$ are $\sigma$ and $id_{\mathbb{Q}(\zeta_N)}$, respectively. Since $\psi(\zeta_p) = \zeta_p^j$, for some $j \in \mathbb{Z}_p^*$, we have

$$
\psi(G(\chi)) = \sum_{x \in \mathbb{F}^*} \zeta_p^{Tr(x)} \chi(x) = \sum_{x \in \mathbb{F}^*} e(jx) \chi(x) = \chi(j)G(\chi),
$$

by $(4a)$. Since the lemmas 2 and 6, proved in II, also holds in the case $p > 2$, it follows from them that $p - 1$ is not divisible by any divisor of $N$ which is greater than 1, and therefore $N$ divides $(r - 1)/(p - 1)$, if $N > 3$. Thus $\chi(j) = 1$, and consequently $G(\chi)$ is invariant under $\psi$. It follows that $G(\chi)$ belongs to the fixed field of $<\psi> \subset \text{Gal}(\zeta_{pN})$, i.e. to the extension field of $\mathbb{Q}$ of degree $\phi(pN)/\phi(p)$, i.e. to $\mathbb{Q}(\zeta_N)$. From now on we assume that $N > 3$ if $p > 2$.

Despite the ambiguity in the sign of $c$, Baumert and Mykkeltveit [2] succeeded in determining the distribution of the values of $s(\alpha, N, r)$ when $N$ is a prime, and van der Vlugt [25] succeeded when $N$ is the product of two different primes. Consider next a more general $N$. Assume that $N$ is divisible by at least three primes, say $p_1, p_2$ and $p_3$, and write $N = p_1^{u_1}p_2^{u_2}p_3^{u_3}N'$ where $p_i \nmid N'$ for $i = 1, 2, 3$. Since $\text{ord}_{p_i}(p)$ and $\text{ord}_{N'}(p)$ divide $\phi(N)/4$, it follows from

$$
\text{ord}_N(p) = \text{l.c.m}(\text{ord}_{p_1}(p), \text{ord}_{p_2}(p), \text{ord}_{p_3}(p), \text{ord}_{N'}(p))
$$

that $\text{ord}_N(p)$ divides $\phi(N)/4$. Thus the most general form for $N$ is: $N = p_1^{u}p_2^{v}$ with $u, v \geq 0$, $N > 1$.

As $N$ can have at most two prime divisors, we can try to convert the sum

$$
\sum_{\chi \in \mathcal{H}} G(\overline{\chi}) \chi(\alpha)
$$

to a form in which the summing is done over the factors of $N$. We then use the Möbius inversion formula to the identity $s(\alpha, N, r) = \sum_{\chi \in \mathcal{H}} G(\overline{\chi}) \chi(\alpha)$ to obtain a simple relation between the sum of the sums $s(\alpha, N', r)$ corresponding to the square-free factors $N/D$ of $N$ and a possible evaluable quantity depending on $\chi$ and $\alpha$. This is the key idea which is used to obtain a recursive algorithm for computing the distribution of the values of $s(\alpha, N, r)$ in II. To state the main results of II, we first fix some notations.

Let $r = p^{lk}$ with $k = \text{ord}_N(p)$ and $l \geq 1$. Let $D$ be a divisor of $N$ and define

$$
h = \frac{1}{p - 1} \min\{S_p((r - 1)/D), lk - S_p((r - 1)/D)\}.
$$
We choose $\zeta = \exp(2\pi i/N)$ and normalize the character $\chi$ by defining $\chi(\gamma) = \zeta$.

Let

$$S(a, D) := \sum_{x \in \mathbb{F}^*} e(\gamma^a x^D),$$

and let $C_a^D$ denote the $p$-cyclotomic coset modulo $D$ defined by $a$.

It is shown in II that if $k = \phi(N)/2$ and $-1 \not\in 2 \mathbb{Z}_N^*$, we have three cases to deal with:

A. $N = p_1^n$, $p_1 \equiv 3 \pmod{4}$;
B. $N = p_1^n p_2^m$, $p_1 \equiv 1 \pmod{4}$, ord$_{p_1}(p) = \phi(p_1^n)$ and $p_2 \equiv 3 \pmod{4}$, ord$_{p_2}(p) = \phi(p_2^m)$;
C. $N = p_1^n p_2^m$, $p_1 \equiv 1, 3 \pmod{4}$, ord$_{p_1}(p) = \phi(p_1^n)$ and $p_2 \equiv 3 \pmod{4}$, ord$_{p_2}(p) = \phi(p_2^m)/2$.

This result also holds if $p > 2$, by the proof of lemma 6 in II.

**Theorem 2** (Theorem 2 in II). Assume that the case A is valid and let $D > 1$.

Then

$$G(\chi^{N/D}) = \frac{b + c\sqrt{-p_1}}{2} p^h, \quad b, c \not\equiv 0 \pmod{p}.$$ 

Also, the distribution of the values of $S(a, D)$ can be computed recursively by the following relations:

$$S(a, D) = \begin{cases} 
\frac{\phi(D)}{2} b p^h + S(0, D/p_1) & \text{if } a = 0, \\
-D(b - \epsilon c p_1) p^h / 2p_1 + S(0, D/p_1) & \text{if } a \in C_{eD/p_1}^D, \\
S(a, D/p_1) & \text{otherwise},
\end{cases}$$

where $\epsilon \in \{-1, 1\}$,

(2) $b^2 + p_1 c^2 = 4p^{n-2h},$

(3) $\phi(D) b p^h \equiv -2S(0, D/p_1) \pmod{D},$

(4) $S(0, 1) = -1.$

We can replace the congruence (3) with (3'), which is easier to use in practical calculations and implies that $G(\chi^{N/D})$ is not a real number (see III):

(3) $b p^h \equiv -2 \pmod{p_1}.$
Theorem 3 (Theorem 3 in II). Assume that the case B is valid and let $D = p_1^aq_2^b$ with $1 \leq s \leq u, 1 \leq t \leq v$. Then

$$G(\chi^{N/D}) = \frac{b + c\sqrt{-p_1p_2}}{2} p^h, \quad b, c \neq 0 \quad (p).$$

Also, the distribution of the values of $S(a, D)$ can be computed recursively by the following relations:

1. $S(a, D)$

$$S(a, D) = \begin{cases} 
\frac{\phi(D)}{2} bp^h + S(0, D/p_1) + S(0, D/p_2) - S\left(0, \frac{D}{p_1p_2}\right) & \text{if } a = 0, \\
-\frac{\phi(D)}{2(p_1 - 1)} bp^h + S(0, D/p_1) + S\left(\frac{D}{p_1p_2}, D/p_2\right) - S\left(0, \frac{D}{p_1p_2}\right) & \text{if } a \in C_D^{p_1}, \\
-\frac{\phi(D)}{2(p_2 - 1)} bp^h + S\left(\frac{D}{p_1p_2}, D/p_1\right) + S(0, D/p_2) - S\left(0, \frac{D}{p_1p_2}\right) & \text{if } a \in C_D^{p_2}, \\
\frac{D(b + c\epsilon p_1p_2)p^h}{2p_1p_2} + S\left(\frac{D}{p_1p_2}, \frac{D}{p_1}\right) + S\left(\frac{D}{p_1p_2}, \frac{D}{p_2}\right) - S\left(0, \frac{D}{p_1p_2}\right) & \text{if } a \in C_D^{\epsilon p_1p_2}, \\
S(a, D/p_1) & \text{if } a \in C_D^{p_2'}, \\
S(a, D/p_2) & \text{if } a \in C_D^{\epsilon p_2'}, \\
S(a, D/p_1) = S(a, D/p_2) & \text{otherwise}, 
\end{cases}$$

where $i \geq 2, j \in \{0, 1\}$, and $\epsilon \in \{-1, 1\}$.

2. $b^2 + p_1p_2c^2 = 4p^{m-2h}$,

3. $\phi(D)bp^h \equiv -2(S(0, D/p_1p_2) - S(0, D/p_1) - S(0, D/p_2)) \pmod{D}$,

4. $S(a, D') = \begin{cases} 
(-1)^{l'-1}(D' - 1)\sqrt{r} - 1 & \text{if } D' \mid a, \\
(-1)^{l'}\sqrt{r} - 1 & \text{if } D' \nmid a, 
\end{cases}$

where $l' \equiv l \pmod{2}$ if $D' = p_1^m, m > 0$, and $l' \equiv 0 \pmod{2}$ if $D' = p_2^n, n > 0$.

5. $S(0, 1) = -1$.

We can replace the congruence (3) with (3'), which is easier to use in practical calculations and which implies that $G(\chi^{N/D})$ is not a real number (see III):

(3') $bp^h \equiv -(1)^{l'-1}2 (p_1p_2)$.

Theorems 2 and 3 imply that we can compute the distribution of the values of $S(a, D)$ for all divisors $D$ of $N$ (see II and III). We note that van der Vlugt [25]...
was able to determine the distribution of the values of $S(a, N)$ in the case C with $N = pq$, but we are not able to generalize on this result.

The algorithms in Theorems 2 and 3 are easy to implement, e.g. using MATHEMATICA (see Appendix). The critical step from the computational point of view is the solving of the Diophantine equations. Fortunately, a fast algorithm for that was developed in [9], and this together with our algorithms allows us to compute the exponential sums involved in the $O(u \log r)$ and $O(uv \log r)$ steps, depending on whether the case is A or B, respectively. We used these algorithms in III to obtain the weight distributions of certain irreducible cyclic codes.

We finish the discussion concerning monomial sums by considering the absolute values of $s(\alpha, N, r)$. First we note that taking the absolute values of both sides of (8) and using (2) and (3), we obtain the Weil bound:

$$|s(\alpha, N, r)| \leq (N - 1)\sqrt{r} + 1.$$  

This simple observation is made at least in [15] and [22]. Theorem 1 shows that the Weil bound is obtained for certain divisors $N < \sqrt{r}$ of $r - 1$. On the other hand Theorems 3 and 4 imply that the Weil bound is never obtained if one of the cases A or B above is valid, since the Gauss sums involved are not real.

We next consider the sums $s(\alpha, N, r)$, for which the Weil bound is often too weak, i.e. when $N$ is large with respect to $\sqrt{r}$. We shall first fix some notations.

Let $F$ denote the finite field with $q$ elements and let $E$ denote the extension field of $F$ with $r = q^m$ elements. Let $e$ and $\psi$ denote the canonical additive characters of $E$ and $F$, respectively. Let $n \in \mathbb{Z}_+$, $\beta \in F^*$ and define an $n$-dimensional (or multiple) Kloosterman sum over $F$

$$K_n(\beta) = \sum_{x \in F^*} \psi(x_1 + \cdots + x_n + \beta x_1^{-1} \cdots x_n^{-1}).$$  

We obtain from the Davenport-Hasse theorem the following relation between monomial sums and $(m - 1)$-dimensional Kloosterman sums.
Theorem 4 (Theorem 2.2 in I). For all $\alpha \in E^*$

$$s(\alpha, q-1, r) = (-1)^{m-1} \sum_{\chi \in \hat{F}} g(\chi)^m \chi(N_{E/F}(\alpha)) = (-1)^{m-1}(q-1)K_{m-1}(N_{E/F}(\alpha)),$$

where $g(\chi)$ is a Gauss sum over $F$ and $N_{E/F}$ is the norm mapping from $E$ to $F$.

Let $N$ be a divisor of $q - 1$. Since we have a partition of the group of the $N$-th powers of $E^*$ into the cosets of the subgroup of $(q - 1)$-th powers we can convert the sum $s(\alpha, N, r)$ into a sum of $(m - 1)$-dimensional Kloosterman sums over $F$. The Deligne bound

$$|K_n(\alpha)| \leq (n + 1)q^{n/2}$$

now implies

**Corollary 1** (Corollary 2.4 in I). Let $\alpha \in E^*$ and $N \mid q - 1$. Then

$$|s(\alpha, N, r)| \leq m(q^{1/2} - q^{-1/2})\sqrt{r}.$$

Deligne’s difficult proof is contained in [5].

Theorem 4 also implies

**Corollary 2** (Corollary 2.3 in I). Let $\beta \in F^*$. Then

$$|K_n(\beta)| \leq q^{n+1} - \frac{q^{n+1} - 1}{q - 1}.$$

The bound in corollary 2 is practically the same as the bound

$$|K_n(\beta)|^2 \leq q^{n+1} - \frac{q^{n+1} - 1}{q - 1}$$

obtained in [12], and is a generalization and a slight improvement of the classical bound $|K_n(\beta)| \leq q^{n+1}$ proved by Mordell for the prime $q$ in [21].

Assume now that $r = p^m$ with $m > 0$ even and consider the sums $s(\alpha, N, r)$, $\alpha \neq 0$. We may write $N = dt$ where $d \mid q + 1$ and $t \mid q - 1$ with $q = p^{m/2}$. We have
already dealt with the cases where \( d = 1 \) or \( t = 1 \), and so we assume that \( d, t > 1 \).

Because of the partition \( \gamma^{dt} = \bigcup_{i=0}^{\frac{d+1}{2} - 1} \gamma^{dti} < \gamma^{(q+1)t} \), we have

\[
\begin{align*}
l(\alpha, N, r) &= dt \sum_{i=0}^{\frac{d+1}{2} - 1} \sum_{j=0}^{\frac{q-1}{2} - 1} e(\alpha \gamma^{dti} (q+1)t) \\
&= d \sum_{i=0}^{\frac{d+1}{2} - 1} \sum_{x \in \mathbb{F}^*} \psi(Tr_{E/K}(\alpha \gamma^{dti}) x^r),
\end{align*}
\]

where \( \mathbb{K} \) is the subfield of \( \mathbb{F} \) with \( q \) elements and \( \psi \) is the canonical additive character of \( \mathbb{K} \).

If \( \alpha \in \mathbb{K} \) then \( l(\alpha, N, r) = r - 1 \). Assume \( \alpha \not\in \mathbb{K} \).

If \( p = 2 \) and \( \alpha \not\in \mathbb{K} \), then \( Tr_{E/K}(\alpha \gamma^{dti}) = 0 \) if and only if \( dti \equiv -\text{ind}_\gamma(\alpha) (q+1) \). Also, the congruence is solvable if and only if \( d \mid \text{ind}_\gamma(\alpha) \), and so there exists at most one \( i \in \{0, \ldots, (q+1)/d - 1\} \) for which the congruence is solvable. Now, by the Weil bound, we have

**Theorem 5.**

\[
|l(\alpha, dt, r)| \leq \begin{cases} 
((t - 1)r^{1/4} + d + 1)\sqrt{r} - (d - 1)(t - 1)r^{1/4} - 2d + 1 & \text{if } \text{ind}_\gamma(\alpha) \equiv 0 \ (d), \\
(t - 1)r^{1/4} \sqrt{r} + (t - 1)r^{1/4} + 1 & \text{if } \text{ind}_\gamma(\alpha) \not\equiv 0 \ (d).
\end{cases}
\]

If \( p > 2 \), then \( Tr_{E/K}(\alpha \gamma^{dti}) = 0 \) if and only if \( dti \equiv (q+1)/2 - \text{ind}_\gamma(\alpha) (q+1) \). It is easy to see that \( (dt, q+1) \) is equal to \( 2d \) if \( 2 \mid t \) and \( d \leq q+1 \) (Case 1). Otherwise it equals \( d \) (Case 2). Now we have

**Theorem 5’.** If \( \text{ind}_\gamma(\alpha) \equiv (q+1)/2 \ (nd) \) then

\[
|l(\alpha, dt, r)| \leq ((t - 1)r^{1/4} + nd + 1)\sqrt{r} - (nd - 1)(t - 1)r^{1/4} - 2nd + 1;
\]

otherwise

\[
|l(\alpha, dt, r)| \leq (t - 1)r^{1/4} \sqrt{r} + (t - 1)r^{1/4} + 1,
\]

where \( n = 1 \) or \( 2 \) depending on whether Case 1 or Case 2 is valid, respectively.

We observe that our bounds are better than the Weil bound if \( d > r^{1/4} \), for example.
2.3. Gauss sums and binomial sums

Let \( f = \alpha X^N + \beta X \in \mathbb{F}[X], \alpha, \beta \in \mathbb{F}, \alpha \neq 0 \). Let us denote

\[
s(\alpha, \beta, N, r) := \sum_{x \in \mathbb{F}^*} e(\alpha x^N + \beta x).
\]

Two methods come to mind for studying the sums \( s(\alpha, \beta, N, r) \) with \( \beta \neq 0 \) using Gauss sums. First, expanding \( e(\alpha x^N) \) using (5), we arrive at the relation

\[
s(\alpha, \beta, N, r) = \frac{1}{r} \sum_{\chi \in \hat{\mathbb{F}}} G(\overline{\chi}) G(\chi^N) \chi(\alpha \beta^{-N}). \tag{11}
\]

On the other hand, expanding \( e(\beta x) \) using (5) leads us to the relation

\[
s(\alpha, \beta, N, r) = \frac{1}{r} \sum_{\chi \in \hat{\mathbb{F}}} G(\overline{\chi}) \chi(\beta) \sum_{x \in \mathbb{F}^*} \chi(x) e(\alpha x^N). \tag{12}
\]

We see that we can convert the sum \( s(\alpha, \beta, N, r) \) into a simpler form if we can evaluate \( G(\chi^N) \) or the product of the Gauss sums \( G(\overline{\chi}) G(\chi^N) \) or hybrid sums \( \sum_{x \in \mathbb{F}^*} \chi(x) e(\alpha x^N) \). These are in general hard tasks, but as we shall see, they can be achieved in certain special cases.

If \( (N, r-1) = 1 \), the substitution \( x \mapsto x^t \) makes the inner sum in (12) to be \( \chi(\alpha^{-t}) G(\chi^t) \) by (4a), if \( t \) is the inverse of \( N \) modulo \( r-1 \). Thus, no matter whether the starting point is (11) or (12), we have to analyze the sums of the products of two Gauss sums.

Assume now that \( N \mid r-1, N > 1 \). Let \( F \) denote the finite field with \( q \) elements and let \( E \) denote the extension field of \( F \) with \( r = q^m \) elements. Let \( e \) and \( \psi \) denote the canonical additive characters of \( E \) and \( F \), respectively.

Let us first consider (11). Let \( H \) be the subgroup of order \( N \) of \( \hat{E} \). Let us fix a generator of \( \hat{E} \), say \( \lambda \). Denote \( J := \{0, \ldots, (r-1)/N - 1\} \). Now \( \{\lambda^j \mid j \in J\} \) is a complete set of representatives of the cosets of \( H \), and we have

\[
s(\alpha, \beta, N, r) = \frac{1}{r-1} \left( \sum_{j \in J \setminus \{0\}} G(\lambda^{Nj}) \sum_{\chi \in H} G(\overline{\chi}) (\lambda^j \chi)(\alpha \beta^{-N}) - \sum_{\chi \in H} G(\overline{\chi}) \chi(\alpha \beta^{-N}) \right).
\]

We see that it may be possible to convert the above sum into a simpler form if we can evaluate \( G(\lambda^{Nj}) \). We assume that \( N = (r-1)/(q+1) \) and \( m \) is even, since we can then use (9). Let \( M \) denote the field satisfying \( F \subseteq M \subseteq E, [M : F] = 2 \).
Let us fix a generator of $\widehat{M}$, say $\lambda_M$, by setting $\lambda_M(\mathbb{N}_{E/M}(\gamma)) = \lambda'(\gamma)$, where $t = (r-1)/(q^2-1)$ and $\gamma$ is a primitive element of $E$. It follows from the Davenport-Hasse theorem that $G(\lambda^{Nj}) = (-1)^{m/2-1}g(\lambda_M^{(q-1)j})^{m/2}$, where $g(\lambda_M^{(q-1)j})$ is a Gauss sum over $M$. Denote $\epsilon = (-1)^{m/2-1}$. Since $\text{ord}(\lambda_M^{(q-1)j}) = (q+1)/(q+1,j)$, it follows from (9) that $g(\lambda_M^{(q-1)j}) = -q$ if and only if $j$ and $q$ are odd. Thus $G(\lambda^{Nj}) = \epsilon\sqrt{r}$ if $2 \mid q$ or $2 \mid m/2$, and otherwise $G(\lambda^{Nj}) = \epsilon(-1)^{j}\sqrt{r}$. In the latter case we also have $(-1)^j(\lambda^j\chi)(\alpha\beta^{-N}) = (\lambda^j\chi)(-\alpha\beta^{-N})$, since $\chi(-1) = 1$ for all $\chi \in H$. Now, by (8), we obtain

$$s(\alpha, \beta, N, r) = \frac{1}{r-1}\left(\epsilon\sqrt{r}\sum_{j \in \{0\}}\sum_{\chi \in H} G(\lambda^j\chi)(\lambda^j\chi)(\pm\alpha\beta^{-N}) - \sum_{\chi \in H} G(\chi)\chi(\alpha\beta^{-N})\right)$$

$$= \frac{1}{r-1}\left(\epsilon\sqrt{r}\sum_{\chi \in \mathcal{E}} G(\chi)\chi(\pm\alpha\beta^{-N}) - (\epsilon\sqrt{r} + 1)\sum_{x \in E^*} e(\alpha\beta^{-N}x^N)\right).$$

It follows from (5) that

$$s(\alpha, \beta, N, r) = \epsilon\sqrt{r}e(\pm\alpha\beta^{-N}) - \frac{1}{\epsilon\sqrt{r} - 1}\sum_{x \in E^*} e(\alpha\beta^{-N}x^N),$$

(13)

where the $+$ sign holds if and only if $2 \mid q$ or $m \equiv 0 \pmod{4}$. To handle the monomial sum in (13) we need a simple

Lemma (Proposition 2.6 in I).

$$\sum_{x \in E^*} e(\alpha x \frac{r-1}{q+1}) = \begin{cases} 
\frac{r-1}{r-1}K_1(\mathbb{N}_{M/F}(\sqrt{r})) & \text{if } Tr_{E/M}(\alpha) = 0, \\
-\frac{r-1}{q+1}K_1(\mathbb{N}_{M/F}(Tr_{E/M}(\alpha))) & \text{if } Tr_{E/M}(\alpha) \neq 0.
\end{cases}$$

Now, by (13) and this lemma, we have

Theorem 6 (Theorem 2.7 in I). Let $\alpha, \beta \in E$, $\beta \neq 0$ and assume that $m$ is even. Then

$$s(\alpha, \beta, \frac{r-1}{q+1}, r) = \begin{cases} 
-1 & \text{if } Tr_{E/M}(\alpha) = 0, \\
(-1)^{m/2-1}e(\pm\delta)\sqrt{r} + \frac{(-1)^{m/2-1}\sqrt{r} + 1}{q+1}K_1(\nu) & \text{if } Tr_{E/M}(\alpha) \neq 0,
\end{cases}$$

where $\delta = \alpha\beta^{-\frac{r-1}{q+1}}, \nu = N_{M/F}(Tr_{E/M}(\delta))$ and the $-$ sign holds if and only if $m \equiv 2 \pmod{4}$.

Corollary 3. Let $\alpha, \beta \in E$, $\beta \neq 0$ and assume that $m$ is even. Then

$$|s(\alpha, \beta, \frac{r-1}{q+1}, r)| \leq \left(\frac{2r\frac{\sqrt{m}}{r+1} + 1}{r+1}\right)\sqrt{r} + \frac{2r\frac{\sqrt{m}}{r+1}}{r^2 + 1}.$$
We shall next consider (12):
\[
s(\alpha, \beta, N, r) = \frac{1}{r-1} \sum_{\chi \in \hat{E}} G(\overline{\chi}) \chi(\beta) \sum_{x \in E^*} \chi(x)e(\alpha x^N).
\]
Let us fix a primitive element of \( E \), say \( \gamma \). Let \( T \) be a subgroup of order \( N \) of \( E^* \) and denote \( J := \{0, \ldots, (r-1)/N-1\} \). The set \( S := \{\gamma^j \mid j \in J\} \) is now a complete set of representatives of cosets of \( T \) in \( E^* \). Obviously
\[
\sum_{x \in E^*} \chi(x)e(\alpha x^N) = \sum_{j \in J} \chi(\gamma^j) e(\alpha \gamma^N) \sum_{x \in T} \chi(x),
\]
and \( \sum_{x \in T} \chi(x) = N \) or 0 depending on whether \( \text{ord}(\chi) \) divides \((r-1)/N\) or not. Let \( \lambda \) denote a generator of \( \hat{E} \). Now
\[
s(\alpha, \beta, N, r) = \frac{N}{r-1} \sum_{i \in J} G(\overline{\chi^N}) \lambda^{N_i}(\beta) \sum_{j \in J} \lambda^{N_i}(\gamma^j)e(\alpha \gamma^Nj).
\]
Let us fix a generator of \( \hat{F} \), say \( \lambda_F \), by setting \( \lambda_F(N_{E/F}(\gamma)) = \lambda'(\gamma) \), where \( t = (r-1)/(q-1) \). Assume that \( N = t \). The inner sum is now nothing more than a Gauss sum \( g(\lambda_F^i, \psi_\delta) \) over \( F \) where \( \psi \) is the canonical additive character of \( F \) and \( \delta = Tr_{E/F}(\alpha) \). By the Davenport-Hasse theorem, we now have
\[
s(\alpha, \beta, N, r) = \frac{(-1)^{m-1}}{q-1} \sum_{i \in J} g(\overline{\chi^N})^m g(\lambda_F^i, \psi_\delta) \lambda_F^i(N_{E/F}(\beta))
\]
\[
= \frac{(-1)^{m-1}}{q-1} \sum_{\chi \in \hat{F}} g(\overline{\chi})^m g(\chi, \psi_\delta) \chi(N_{E/F}(\beta)).
\]
Assume that \( \delta = 0 \). Now \( g(\chi, \psi_\delta) = q-1 \) or 0, depending on whether \( \chi \) is trivial or not. Thus
\[
s(\alpha, \beta, N, r) = \frac{(-1)^{m-1}}{q-1} (q-1) = -1.
\]
Assume that \( \delta \neq 0 \). Now \( g(\chi, \psi_\delta) = \overline{\chi}(\delta)g(\chi) \). We also have \( g(\chi)g(\overline{\chi}) = \chi(-1)q \), if \( \chi \) is not the trivial character \( \chi_0 \). Consequently,
\[
\begin{align*}
s(\alpha, \beta, N, r) &= \frac{(-1)^{m-1}q}{q-1} \sum_{\chi \in \hat{F}\setminus\{\chi_0\}} g(\overline{\chi})^{m-1} \chi(-N_{E/F}(\beta)Tr_{E/F}(\alpha)^{-1}) + \frac{1}{q-1} \\
&= \frac{(-1)^{m-1}q}{q-1} \sum_{\chi \in \hat{F}} g(\overline{\chi})^{m-1} \chi(-N_{E/F}(\beta)Tr_{E/F}(\alpha)^{-1}) - 1.
\end{align*}
\]
If \( m = 2 \), we obtain by (5)
Theorem 7 (Theorem 2.8 in I). If \( \alpha, \beta \in E, \beta \neq 0 \). Then

\[
\sum_{x \in E^*} e(\alpha x^{q+1} + \beta x) = \begin{cases} 
-1 & \text{if } \alpha + \alpha^q = 0, \\
-q\psi(-\beta^{q+1}(\alpha + \alpha^q)^{-1}) - 1 & \text{if } \alpha + \alpha^q \neq 0,
\end{cases}
\]

Assume that \( m > 2 \). Let \( E' \) be an extension field of degree \( m-1 \) over \( F \).

Because of the surjectivity of the norm mapping, we can choose \( \nu \in E' \) such that

\[
N_{E'/F}(\nu) = -N_{E/F}(\beta)Tr_{E/F}(\alpha)^{-1}.
\]

By Theorem 4, we now obtain

\[
\sum_{x \in E'^*} e_{E'}(\nu x^{q-1}) = (-1)^{m-2} \sum_{\chi \in \hat{F}} g(\chi)^{m-1}\chi(-N_{E/F}(\beta)Tr_{E/F}(\alpha)^{-1}).
\]

We have thus proved

Theorem 8 (Theorem 2.9 in I). Let \( \alpha, \beta \in E, \beta \neq 0 \). If \( m > 2 \) then

\[
s(\alpha, \beta, \frac{r-1}{q-1}, r) = \begin{cases} 
-1 & \text{if } Tr_{E/F}(\alpha) = 0, \\
(-1)^{m-1}qKm_{m-2}(-N_{E/F}(\beta)Tr_{E/F}(\alpha)^{-1}) - 1 & \text{if } Tr_{E/F}(\alpha) \neq 0.
\end{cases}
\]

Corollary 4. Let \( \alpha, \beta \in E, \beta \neq 0 \). Then

\[
|s(\alpha, \beta, \frac{r-1}{q-1}, r)| \leq (m - 1)\sqrt{r} + 1.
\]

The case \( \beta = 0 \) is easy to deal with:

\[
\sum_{x \in E^*} e(\alpha x^{\frac{r-1}{q-1}}) = \frac{r-1}{q-1} \sum_{y \in F^*} \psi(Tr_{E/F}(\alpha)y) = \begin{cases} 
\frac{r-1}{q-1} & \text{if } Tr_{E/F}(\alpha) = 0, \\
-\frac{r-1}{q-1} & \text{if } Tr_{E/F}(\alpha) \neq 0.
\end{cases}
\]

Thus our study of \( s(\alpha, \beta, (r-1)/(q-1), r) \) is completed.

Now that we have found these results, we may try to find simpler proofs for them. This is done in I by starting from the equation

\[
s(\alpha, \beta, N, r) = \sum_{i=0}^{t-1} e(\alpha \gamma{Ni}) \sum_{x \in \gamma_i^{<\gamma^r>}} e(\beta x),
\]

where \( T = (r-1)/N \).
We conclude the discussion of binomial sums by considering the sums

\[ s(\alpha, \beta, N, T, r) := \sum_{x \in \mathbb{F}^*} e(\alpha x^N + \beta x^T), \]

where \( N \) is a divisor of \( r - 1 \) greater than 1 and \( NT = r - 1 \). We could proceed as in the proof of Theorem 8, but instead of that we start from (15).

Since we have a partition \( \mathbb{F}^* = \bigcup_{i=0}^{N-1} \gamma^i < \gamma^N > \), we obtain

\[ s(\alpha, \beta, N, T, r) = \sum_{i=0}^{N-1} e(\beta \gamma^T i) \sum_{x \in <\gamma^N>} e(\alpha \gamma^N i x^N). \]

Assume now that \( (N, T) = 1 \). It follows that the mapping \( x \mapsto x^N \) is a permutation of \( <\gamma^N> \), and therefore

\[ \sum_{x \in <\gamma^N>} e(\alpha \gamma^N i x^N) = \sum_{x \in <\gamma^N>} e(\alpha \gamma^N i x) = \sum_{x \in <\gamma^N>} e(\alpha x). \]

Thus

\[ s(\alpha, \beta, N, T, r) = (\sum_{x \in <\gamma^N>} e(\alpha x))(\sum_{x \in <\gamma^T>} e(\beta x)), \]

and we have

**Theorem 9.** Let \( NT = r - 1 \) with \( N > 1 \). If \( (N, T) = 1 \), then

\[ s(\alpha, \beta, N, T, r) = \frac{s(\alpha, N, r)s(\beta, T, r)}{r - 1}. \]

**Corollary 5.** Let \( r = 2^{2n} \). Then

\[ |s(\alpha, \beta, 2^n - 1, 2^n + 1, r)| \leq \begin{cases} 2r^{1/4} & \text{if } \beta \neq \beta^{2n}, \\ 2r^{1/4}(\sqrt{r} - 1) & \text{if } \beta = \beta^{2n}, \end{cases} \]

**Proof.** Since \( (2^n - 1, 2^n + 1) = 1 \), the bound follows from Theorems 1 and 9 and corollary 1. \(\square\)
2.4. Coding theoretic applications

In this subsection we give interpretations in terms of coding theory for the results obtained so far. We first state some preliminaries concerning binary cyclic codes. For more complete descriptions, see [17] and [10].

Let \( F_n^2 \) denote the \( n \)-dimensional vector space over \( F_2 \). Let \( C \) be a \( k \)-dimensional subspace of \( F_n^2 \). We call \( C \) a linear \([n, k]\)-code over \( F_2 \), and an element of \( C \) a codeword (of \( C \)). The weight \( w(c) \) of a codeword \( c \in C \) is the sum of the coordinates of \( c \). Let \( N_i \) denote the number of codewords of \( C \) of weight \( i \). The weight distribution of \( C \) is the set \( W(C) := \{(i, N_i) \mid i = 0, 1, \ldots, n, N_i \neq 0\} \) and the minimum distance of \( C \) is the weight of the non-zero codeword with smallest weight.

Assume now that \( C \) is invariant under the cyclic shift of the coordinates of every codeword of \( C \). Such a code is called cyclic. There is a one to one correspondence between the cyclic \([n, k]\)-codes \( C \) and the ideals \( I \) of the residue class ring \( R_n := F_2[X]/<X^n+1> \) (see [17]). Furthermore, we may think a codeword \((a_0, \ldots, a_{n-1})\) of \( C \) as an element \( a_0 + a_1 X + \ldots, a_{n-1} X^{n-1} + <X^n+1> \) of \( I \), and conversely.

Let \( I \) be an ideal of \( R_n \) and let \( C \) be the corresponding cyclic code. We know that \( I \) is generated by an element \( g(X)+<X^n+1> \), where \( g(X) \) is a divisor of \( X^n+1 \) in \( F_2[X] \) (see [17]). We call \( g(X) \) the generator polynomial of \( C \) and the zeros of \( g(X) \) in the splitting field of \( X^n+1 \) the zeros of \( C \). The cyclic code with the generator polynomial \( X^{\deg h(X)} h(X^{-1}) \) with \( h(X) = (X^n+1)/g(X) \) is called the dual of \( C \).

Let \( r = 2^m \) and \( nN = r-1 \). Let \( F \) denote the field with \( r \) elements and let \( \gamma \) be a primitive element of \( F \). Any cyclic code of length \( n \) has a very simple description by means of the trace function. In fact, let \( P \) be an additive subgroup of \( F_2[X] \) and define a linear code \( C \) of length \( n \) by setting

\[
C = C(P) = \{c(f) \mid f \in P\},
\]

where

\[
c(f) = (Tr(f(1)), Tr(f(\gamma)), \ldots, Tr(f(\gamma^{n-1}))).
\]

It is shown in [10] that the dual of a cyclic code \( B \) of length \( n \) with zeros \( \gamma^{N s_1}, \ldots, \gamma^{N s_u} \)
is the code \( C(P) \) with \( P = \{ \sum_{i=1}^{u} a_i X^{N s_i} \mid a_i \in \mathbb{F} \} \). Since the dual of the dual of \( \mathcal{B} \) is \( \mathcal{B} \), every cyclic code has the above description.

Let us consider the weight of a word \( c(f) \) of the cyclic code \( C(P) \) with \( P = \{ \sum_{i=1}^{u} a_i X^{N s_i} \mid a_i \in \mathbb{F} \} \). Clearly
\[
w(c(f)) = \frac{1}{2} \sum_{j=0}^{n-1} (1 - e(\sum_{i=1}^{u} a_i \gamma^{N s_i j}))
\]
\[
= \frac{1}{2} (n - \sum_{j=0}^{n-1} e(\sum_{i=1}^{u} a_i \gamma^{N s_i j}))
\]
\[
= \frac{1}{2N} (r - \sum_{x \in \mathbb{F}} e(\sum_{i=1}^{u} a_i x^{N s_i})).
\] (16)

Thus the determination of the weight distribution of \( C \) is an equivalent task to the determination of the distribution of the values of \( \sum_{x \in \mathbb{F}} c(f(x)) \) with \( f(X) \in P \).

Let us now consider more closely the cyclic code \( C(P) \) with all \( s_i \)'s in the same 2-cyclotomic coset modulo \( n \) defined by \( s := s_1 \). In other words \( C := C(P) \) is the dual of the code \( \mathcal{B} \) with an irreducible generator polynomial \( g(X) \) (see [17]). Consequently, the generator polynomial of \( C \) is \( h(X) := (X^n + 1)/f(X) \) with \( f(X) = X^{\deg g(X)} g(X^{-1}) \). Since \( f(X) \) is irreducible, it follows that the ideal generated by \( h(X) + \langle X^n + 1 \rangle \) is a minimal ideal of \( R_n \). In other words, \( C \) contains no subspace \( \neq 0 \) which is closed under the cyclic shift operator. Code \( C \) is called an irreducible cyclic code, since the ideal corresponding to \( C \) cannot be written non-trivially as the sum of its subideals.

The dimension \( \dim C(P) \) of \( C \) over \( \mathbb{F}_2 \) is easy to determine. Since the number of elements on the 2-cyclotomic coset modulo \( n \) defined by \( s := s_1 \) is equal to \( \text{ord}_{n'}(2) \) with \( n' = n/(n, s) \), \( \deg g(X) = \text{ord}_{n'}(2) \). Since \( \dim C = n - \deg h(X) \) (see [17]), \( \dim C(P) = \text{ord}_{n'}(2) \).

As \( Tr(\alpha x^2) = Tr(\sqrt{\alpha} x) \) for all \( \alpha \in \mathbb{F}_r \) we arrive at the following result proved by van Lint in [16]: The set
\[
C = \{ c(\alpha) := (Tr(\alpha), Tr(\alpha \gamma^N), \ldots, Tr(\alpha \gamma^{(n-1)N})) \mid \alpha \in \mathbb{F} \}
\]
is an irreducible cyclic code of dimension \( \text{ord}_{n'}(2) \) over \( \mathbb{F}_2 \).
Let $F$ be a homomorphism from $(\mathbb{F}, +)$ to $\mathcal{C}$ defined by $\alpha \mapsto c(\alpha)$. Each codeword occurs $|\text{Ker}(F)| = 2^{m-\text{ord}_\alpha(2)}$ times in $\mathcal{C}$. We call $\mathcal{C}$ a degenerate code if $m > \text{ord}_\alpha(2)$. Otherwise we call $\mathcal{C}$ a non-degenerate code. Denote $d = (n, s)$. A sufficient condition for the bijectivity of $F$ is $Nd < \sqrt{s} + 1$, since for $\alpha \neq 0$, $|\sum_{x \in \mathbb{F}} c(\alpha x^N)| \leq (Nd - 1)\sqrt{s}$. Furthermore, this condition holds if $m/\text{ord}_N(2) \geq 2$, since then $Nd \leq \sqrt{s} - 1$.

Example 1. Let $N = 1$. The code $\mathcal{C}(P)$ with $P = \{\alpha x \mid \alpha \in \mathbb{F}\}$ is now the dual of the Hamming code of length $2^m - 1$ i.e. the dual of a $[2^m - 1, n - \text{ord}_n(2)] = [2^m - 1, 2^m - m - 1]$ code. The $[2^m - 1, m]$ code $\mathcal{C}(P)$ is called the Simplex code. The weight distribution of $\mathcal{C}(P)$ is $\{(0, 1), (2^{m-1}, 2^m - 1)\}$, by (1) and (16).

Example 2. Let $N > 1$ and $-1 \leq 2 \subset \mathbb{Z}_N^*$. Now the code $\mathcal{C}(P)$ with $P = \{\alpha x^N \mid \alpha \in \mathbb{F}\}$ is an irreducible cyclic $[(2^m - 1)/N, m]$ code. The dimension is $m$, since $N < \sqrt{s} + 1$ (see the discussion after (8)). The weight distribution of the code is $\{(0, 1), (w_1, (r - 1)/N), (w_2, (N - 1)(r - 1)/N)\}$, where

$$w_1 = \frac{1}{2N}(r + (-1)^l(N - 1)2^{m/2}), w_2 = \frac{1}{2N}(r + (-1)^{l-1}2^{m/2}),$$

with $l = m/\text{ord}_N(2)$, by Theorem 1 and (16).

Example 3. Let $\text{ord}_N(2) = \phi(N)/2$ and assume that $-1 \neq 2 \subset \mathbb{Z}_N^*$. Suppose that case A or B is valid (see Theorems 2 and 3). The code $\mathcal{C}(P)$ with $P = \{\alpha x^N \mid \alpha \in \mathbb{F}\}$ is an irreducible cyclic $[(2^m - 1)/N, \text{ord}_n(2)]$-code. The weight distribution of the code can be computed by Theorems 2 and 3. See also III, where algorithms for the computation of the weight distributions and also some weight distributions are presented, and the Appendix for the implementation of these algorithms using MATHEMATICA.

Denote $q = 2^t$, $t > 1$ and $r = q^m$, $m > 1$.

Example 4. Let $N = q - 1$. The code $\mathcal{C}(P)$ with $P = \{\alpha x^N \mid \alpha \in \mathbb{F}\}$ is an irreducible cyclic $[(q^m - 1)/(q - 1), mt]$ code, since $mt/\text{ord}_N(2) \geq 2$. The weight of any word $c := c(\alpha) \in \mathcal{C}(P), \alpha \neq 0$, satisfies the inequality

$$|2w(c) - n| \leq \min\{mq^{(m-1)/2}, \sqrt{qq^{(m-1)/2}} - q^{m/2} - \frac{1}{q - 1}\},$$
by corollary 1 and the Weil bound.

The first two examples are well known (see e.g. [17]). Example 4 is from I. If $m = 2$, the dual in example 4 is the dual of the Zetterberg code (see [17]), in which case it has been studied at least in [13] and [20].

Let us again consider $C := C(P)$ with $P = \{\sum_{i=1}^{u} a_i X^{Ns_i} \mid a_i \in \mathbb{F}\}$. Let us assume that all $s_i$’s lie in different 2-cyclotomic cosets modulo $n$. It follows from the linearity of the trace map that the ideal corresponding to $C$ is the sum of the ideals corresponding to $C_i := C(P_i)$ with $P_i = \{\alpha X^{Ns_i} \mid \alpha \in \mathbb{F}\}$. Since the ideals corresponding to $C_i$ are minimal, it follows that the sum is direct. We say that the cyclic code $C$ is the direct sum of irreducible cyclic codes $C_i$. Clearly the dimension of $C$ is $\sum_{i=1}^{u} \text{ord}_{n/s_i}(2)$ with $n'_s = n/(n, s_i)$. Furthermore, $\dim C = um$ if $NM \leq \sqrt{r} + 1$ with $M = \max\{(n, s_i)\}$, and this condition is satisfied if $m/\text{ord}_{NM}(2) \geq 2$.

**Example 5.** Let $N = 1$ and $m = 2$. The code $C(P)$ with $P = \{\alpha X^{q+1} + \beta X \mid \alpha, \beta \in \mathbb{F}\}$ is a cyclic $[q^2 - 1, 3t]$ code since $\text{ord}_{q^2-1}(2) = 2t$ and $\text{ord}_{q-1}(2) = t$. The code is the direct sum of the Simplex code of length $q^2 - 1$ and the irreducible cyclic code obtained by pasting together $q + 1$ copies of the Simplex code of length $q - 1$. The weight distribution of the code is

$$\{(0, 1), (2^{2t-1} - 2^{t-1}, 2^{t-1}(2^{2t} - 1)), (2^{2t-1}, 2^{2t} - 1), (2^{2t-1} + 2^{t-1}, 2^{3t-1} - 2^{2t} + 2^{t-1})\}$$

by the following discussion.

Denote

$$c(\alpha, \beta) = (Tr(\alpha + \beta), Tr(\alpha \gamma^{2^t+1} + \beta \gamma), \ldots, Tr(\alpha \gamma^{2^t+1}(r-2) + \beta \gamma^{r-2})) \in C(P).$$

If $c(\alpha', \beta') \in C(P)$ it follows from the linearity of the trace map and from Theorems 1 and 7 that $c(\alpha, \beta) = c(\alpha', \beta')$ if and only if $T(\alpha) = T(\alpha')$ and $\beta = \beta'$, where $T$ is the trace map from $\mathbb{F}$ to its subfield with $2^t$ elements, say $\mathbb{K}$. Let $\beta$ be a fixed element of $\mathbb{F}^*$. If $\alpha$ runs over all elements of $\mathbb{F}$ satisfying $T(\alpha) \neq 0$, then $T(\beta^{2^t+1}(\alpha + \alpha^{2^t})^{-1})$ runs over all elements of $\mathbb{K}^*$. There exist $2^{t-1} - 1$ elements $\delta \in \mathbb{K}^*$ satisfying $Tr_{\mathbb{K}/\mathbb{F}_2}(\delta) = 0$ and $2^{t-1}$ elements $\delta \in \mathbb{K}^*$ satisfying $Tr_{\mathbb{K}/\mathbb{F}_2}(\delta) = 1$. 
We now let $\beta$ vary over $\mathbb{F}^*$ and it follows from Theorem 7 that there are $2^{t-1}(2^{2t} - 1)$ codewords of weight $2^{2t-1} - 2^{t-1}, (2^{t-1} - 1)(2^{2t} - 1)$ words of weight $2^{2t-1} + 2^{t-1}$, and $2^{2t} - 1$ words of weight $2^{2t-1}$ in $C(P)$. Let $\beta = 0$. It now follows from Theorem 1 that there are $2^{t-1}$ words more of weight $2^{2t-1} + 2^{t-1}$ and the zero word in $C(P)$.

**Example 6.** Let $N = 1$ and $m > 2$. The code $C(P)$ with $P = \{\alpha X^d + \beta x \mid \alpha, \beta \in \mathbb{F}_r\}, d = (q^m - 1)/(q - 1)$, is a cyclic $[q^m - 1, (m + 1)t]$-code. It follows from Theorem 8, Corollary 2, Corollary 4 and (14) that there are

1. $q^m - 1$ words of weight $q^m/2$
2. $q - 1$ words of weight $(q^m - 1 + (q^m - 1)/(q - 1))/2$

in the code $C(P)$. For the remaining $(q^m - 1)(q - 1)$ words $c \neq (0, \ldots, 0)$ we have

3. $q - 1 \leq \|w(c) - n\| \leq \min\{\sqrt{q}q^m/2 - \sqrt{q}q^m/2 - q, (m - 1)q^m/2 + 1\}$.

This code is a small subcode of $m$-th order punctured Reed-Muller code $R^*(m, tm)$ (see [10] for the trace function description of Reed-Muller codes). We note that the weights in Cases 2 and 3 are exactly divisible by $2^{t-1}$ which is in accordance with the divisibility result of McEliece [18] (see also [17]) which states that the weights of an arbitrary Reed-Muller code $R(l, u)$ are divisible by $2^{[\frac{u}{l}] - 1}$, but not necessarily exactly. This example also shows us that it may be difficult to determine the weight distribution of $R(l, u)$ if $l > 2$ and $l \mid u$, since we have to be able to compute the distribution of the values of multiple Kloosterman sums (see Research Problem 15.1 in [17]). We can go further in the example if we assume that $m = 3$, i.e. the code under consideration is a $[2^{3t} - 1, 4t]$ subcode of $R^*(3, 3t)$. It is proved in [13] that the set of values of Kloosterman sum $K_1(\alpha)$ over the field of order $q$ is equal to the set $\{i \mid i \in [-2\sqrt{q}, 2\sqrt{q}], i \equiv -1 \pmod{q} \}$.

Thus we can replace (3) by

(3') The set of the weights of the remaining $(q^3 - 1)(q - 1)$ non-zero codewords is equal to the set

$$\left\{\frac{1}{2}q(q^m - 1 - i) \mid i \in [-2\sqrt{q}, 2\sqrt{q}], i \equiv -1 \pmod{q} \right\}.$$
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